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The AI Governance Problem: the problem of
devising global norms, policies, and institutions to
best ensure the beneficial development and use of
advanced AI.
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Common Misunderstanding 1

Attention to technological risks implies one believes
...the technology is net negative or risks are probable.

...there are risks which attention could mitigate.
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Near-term Governance Challenges

Safety in critical systems, such as finance, energy
systems, transportation, robotics, autonomous vehicles.

(Consequential) algorithms that encode values, such as
in hiring, loans, policing, justice, social network.
Desiderata: fairness Hardt , accountability, transparency,
efficiency, privacy, ethics.

AI impacts on employment, equality, privacy,
democracy...
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Some Extreme Challenges from Near-Term AI

Mass labor displacement and inequality. If AI substitutes,
rather than complements, labor.

AI Oligopolies: strategic industry and trade. If AI industries
are natural global monopolies, due to low/zero marginal costs of
AI services, incumbent advantage, high fixed costs from AI R&D.
Surveillance and Control: mass surveillance (sensors,
digitally-mediated behavior), intimate profiling, tailored
persuasion, repression (LAWS).
Strategic (Nuclear) Stability: autonomous escalation;
counterforce vulnerability from AI intel, cyber, drones;
autonomous nuclear retaliation (esp w/ hypersonics).
Military Advantage: LAWS, cyber, intel, info operations.
Accident/Emergent/Other Risks, from AI-dependent critical
systems and transformative capabilities.
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Corner-Cutting

The coordination problem is
one thing [we should focus
on now]. We want to avoid
this harmful race to the
finish where corner-cutting
starts happening and safety
gets cut.... That’s going to
be a big issue on a global
scale, and that’s going to be
a hard problem when you’re
talking about national
governments. Demis Hassabis, January 2017
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Massive Media Reaction
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National Strategies

Pre-Decisional Draft 1.0--For Discussion Purposes Only 

 
 
 
 
 
 
 

China’s Technology Transfer Strategy: 

How Chinese Investments in Emerging Technology  
Enable A Strategic Competitor  

to Access the Crown Jewels of U.S. Innovation 
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Epistemic Calibration

“Prediction is very difficult, especially about the future.”
-attributed to Niels Bohr, and others...

Failure Mode 1: Overconfidence that some specific
possibility, X, will happen.
Failure Mode 2: Overconfidence that X will not happen.
Failure Mode 3: Given uncertainty, dismiss value of
studying X.
Lesson: Accept uncertainty and distributional beliefs.
Uncertainty does not imply futility.
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Narrow Transformative Capabilities

Most likely where: data rich, can simulate environment,
narrow domains, ripe technical problem, and/or high
stakes.

Finance. Operations/logistics.
Engineering, science, math.
Cyber.
Surveillance.
Profiling (lie detection, emotion detection,
psychological insight, DNA). Personal
assistants/advertising.
Social network mapping and manipulation.
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Survey of NIPS/ICML about HLMI (Grace et al 2017)

 

Fig. 1: Each respondent provided three data points for their forecast and these were fit to the Gamma 
CDF by least squares to produce the grey CDFs. The summary of forecast is a mean or “mixture” 
distribution over all individual CDFs. [We calculated the 95% confidence interval for the summary 
distribution by bootstrapping, clustering on respondent, and plotting the 2.5%-97.5% interval of 
bootstrapped CDFs for each year.]. TODO: explain LOESS curve.  Explain why LOESS differs from 

Summary at low years.  

We asked a logically similar question to a distinct group of respondents, but with an emphasis on 
employment consequences. We asked about “full automation of labor”, which is “when all occupations 
are fully automatable. That is, when for any occupation, machines could be built to carry out the task 
better and more cheaply than human workers.” For this question we received substantially later time 
estimates: the median respondent’s 50% prediction was 100 years from now, and the median respondent’s 
10% prediction was 50 years. The ability to fully automate human labor seems roughly equivalent to 
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Indicators

Relevant: indicators for altered circumstances:
transformative capabilities or altered probabilities. Eg
economic, security, technical.
Informative: close to necessary and/or sufficient
condition. (Not game-able.)
Precise: perhaps not ”AGI”
Leading Indicators: eg not “HLMI: better than all
humans at all tasks”
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Technical Landscape

Rapid & Broad Progress?
Species and Properties
Other Strategic Tech
Measuring Inputs, Capabilities, Performance
AI Production Function
Forecasting and Indicators
Safety Production Function
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Role for AI Researchers in AI Governance

Engage (eg with FHI) on Technical Landscape.
Improve public understanding of AI.
Develop international network for science diplomacy.
Consider social impact of work.
Focus on technical problems especially pertinent to
social problems.

(h/t Brundage)
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AI Politics

Sample of projects:
Public opinion and the public as relevant political actor
Government - AI industry relations
China’s AI landscape and opportunities for coordination
Case studies: nuclear power, cryptography, space race
Strategic properties of tech: offense/defense, destructiveness,
first-mover, power volatility and observability, dual-use, strategic
gradient, cooperation promoting/inhibiting.
AI race mitigation, through modeling dynamics
Deployment Problem: “what if AGI breakthrough tomorrow...”
Unipolar versus multipolar outcomes

(and many more)
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AI Governance

What potential global governance systems, including norms, policies, laws,
processes, and institutions, can best ensure the beneficial development and
use of advanced AI systems?

Institutional, constitutional, and procedural design of an AI
governance body (or bodies)
How to incentivize creation of an AI governance regime or
organization
Mechanisms for increased cooperation and coordination
Case studies: Baruch plan and related, CERN, ITER, cyber, medical
trials.
AI verification and agreements
AI IGO for Common Good
World preferences and values
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Summary

(1) Impending global governance challenges.
(2) Warrants attention, even given uncertainty.
(3) Transformative possibilities.
(4) Lots of ways you can contribute.
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Research Landscape
Technical Landscape

Rapid & Broad Progress; Species and Properties; Other Tech
Measuring Inputs, Capabilities, Performance; AI Production Function;
Forecasting AI
Safety Production Function

AI Politics
Domestic & Mass Politics; Unemployment & Inequality; Public
Opinion; Authoritarian Control
IPE, Strategic Trade
International Security; AI Race; Norms, Treaties, Int’l Control

AI Governance

Values and Principles
Institutions and Mechanisms
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Figure 9: FICO thresholds for various definitions of fairness. The equal odds method does not
give a single threshold, but instead Pr[bY = 1 | R,A] increases over some not uniquely defined
range; we pick the one containing the fewest people. Observe that, within each race, the equal
opportunity threshold and average equal odds threshold lie between the max profit threshold
and equal demography thresholds.

The di↵erence between equal odds and equal opportunity is that under equal opportunity,
the classifier can make use of its better accuracy among whites. Under equal odds this is viewed
as unfair, since it means that white people who wouldn’t pay their loans have a harder time
getting them than minorities who wouldn’t pay their loans. An equal odds classifier must
classify everyone as poorly as the hardest group, which is why it costs over twice as much in
this case. This also leads to more conservative lending, so it is slightly harder for non-defaulters
of all groups to get loans.

The equal opportunity classifier does make it easier for defaulters to get loans if they are
minorities, but the incentives are aligned properly. Under max profit, a small group may not be
worth figuring out how to classify and so be treated poorly, since the classifier can’t identify
the qualified individuals. Under equal opportunity, such poorly-classified groups are instead
treated better than well-classified groups. The cost is thus born by the company using the
classifier, which can decide to invest in better classification, rather than the classified group,
which cannot. Equalized odds gives a similar, but much stronger, incentive since the cost for a
small group is not proportional to its size.

While race blindness achieves high profit, the fairness guarantee is quite weak. As with
max profit, small groups may be classified poorly and so treated poorly, and the company has
little incentive to improve the accuracy. Furthermore, when race is redundantly encoded, race
blindness degenerates into max profit.

8 Conclusions

We proposed a fairness measure that accomplishes two important desiderata. First, it remedies
the main conceptual shortcomings of demographic parity as a fairness notion. Second, it is fully

19
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AI Safety Production Function

How difficult is it to build a safe, aligned advanced AI? How subtle are the
challenges? What is the Performance-Safety Tradeoff?

Not that hard. OR: a necessary part of building functional AI, so a
challenge engineers will confront in due time.

Don’t know. Maybe +10% to +1000% development costs (in dollars,
time, compute, talent,...).
“not a hard problem if we have two years once we have the system. It
is almost impossible if we don’t.”
Near impossible. Like building a rocket and spacecraft for a
moon-landing, without ever having done a test launch.
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Dimensions of AI Safety Production Function

How difficult is it to agree on and build a safe, aligned advanced AI
system?

Extent of Externalities of Risks: All risks internal/local vs
substantial systemic/global/catastrophic risks.

Difficulty: Not too hard (+10%), hard (+100%) or extremely
hard (+1000%), relative to development costs.
Parallelizability: Safety work can be done in parallel vs only at
the end (eg testing) or start (architecture dependent).
Observability/Provability: Safe systems can be
demonstrably/provably safe or not.
Common perspective: Stakeholders agree what it means for
the system to be safe vs not.
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Fig. 2: Timelines showing 50% probability intervals for achieving AI milestones. Specifically, intervals 
represent the median date given to 25%, 50%, and 75% probability of the event occurring, calculated 
using individual CDFs estimated as in Fig. 1. Milestone is for AI to achieve human expert/professional 
performance or beyond (full task descriptions in supplementary Table 1).  
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Figure: Median Probabilities Assigned to HLMI Outcomes
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